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Wagner et al. (2006) specify that data corrections should not be made unless the source of error can be explained by field notes or data from other stations or other variables. Note that complete and accurate field notes are essential to performing the quality control steps. Because ODM Tools Python includes Python scripting of the steps to correct errors, all changes between QC0 to QC1 data will be recorded. Technicians should also record annotations in a document or as comments in the Python scripts to reflect why corrections were made.

In an effort to promote consistency in the transformation from QC0 to QC1 among the data streams collected by the three GAMUT watersheds, we have developed a standardized QC workflow for all variables that will be processed to QC1.  Sections 1.1.1 through 1.1.6 detail the generalized quality control workflow. Section 1.1.7 discusses manual flagging procedures and section 1.1.8. documents variable specific QC procedures that are not explicitly addressed in section 1.1.1-1.1.6.  While the purpose of section 1.1.8. is to provide specific guidance on quality control steps, by necessity, quality assurance data monitoring recommendations are also identified.  As specified in section 3.10 of QAQC V1.2, data should be monitored on a regular basis (not only when performing QC) and data anomalies tracked in a problem log.  Despite this, it may be necessary to revisit QA when performing QC.     

Note that this workflow does not address all data processing scenarios and is subject to revision.  Future versions of this document may include additional correction methods determined for particular variables. These may include estimates based on historic data, relationships with other stations or model results (Campbell et al., 2006). At this point, it is not foreseen that the GAMUT Watershed Technicians will perform this step, but it may be important to other researchers trying to fill gaps for higher-level data products.

[bookmark: _Toc261842226]Automated Checks and Flags

See Section 4.1. This functionality is still under development. 

[bookmark: _Toc261842227]Removal of Out-of-Range Data Values

Anomalies consist of data values outside of the expected measurement bounds for an instrument at a site during a time period. At present, these anomalous data values will be identified as Technicians make visual inspections of the data and by using the threshold filters in ODM Tools Python.  Future revisions of this document may provide variable specific thresholds to aid in the identification of anomalous data. When necessary, technicians should check for internal consistency (related variables at the same site) and external consistency (same variable at different sites) when there are questions regarding phenomena in the data.  Section 1.1.8 provides variable specific guidance for these consistency checks. When anomalous data is identified, the following actions should be taken:
· Linear interpolation may be performed for short periods of anomalous values at the discretion of the technician. The Technicians and GAMUT leadership have determined two hours as the maximum acceptable gap for linear interpolation. This may be specific to variables and sites. When linear interpolation is performed, a data qualifier will be added to flag the data (see section 1.1.7). Figure x shows an example of an out of range water temperature data point and correction via linear interpolation.  
· Reassignment of the data value to -9999 to represent ‘No Data’ if linear interpolation is not performed. When -9999 is used, a flag is added if the source of the problem can be identified.

[image: C:\Users\DaveE\Desktop\FigsForQCDoc\OutofRangeExample.tif]

Figure X.  Example of out of range water temperature data and correction by linear interpolation.


[bookmark: _Toc261842228]Removal of Periods of Erroneous Data

There may be periods during data collection when the data reported by sensors are erroneous or in question due to sensor malfunction or environmental conditions (e.g., DO sensor buried in sediment, aquatic sensors out of the water due to water level drop, soil moisture sensor affected by lightning). There may also be values at the maximum or minimum reporting level for a sensor, values that do not change during a measurement period (flat line), or values that change too greatly during a measurement interval.  Note that these scenarios may not be indicative of erroneous data in all situations, as such, identification of erroneous data should be supported by Technicians’ visual inspections of internal and external consistency, ODM Tools Python threshold filters, automated alerts, Technicians’ recordings of field conditions, and Technician consultation with their individual data monitoring log. The options for addressing periods of erroneous data are the same as those for the removal of out-of-range values.  Flags (section 1.1.7) should be applied as consistently as possible across all watersheds to annotate periods of erroneous data.  Figure X shows an example of the reassignment of erroneous soil temperature data to -9999.  In this case, -9999 values should be flagged as “sensor malfunction”.  






[image: C:\Users\DaveE\Desktop\FigsForQCDoc\SensorMalfunction.tif]
Figure X.  Example of erroneous data due to sensor malfunction.  


[bookmark: _Toc261842229]Application of Drift Correction

Linear drift correction should be performed, on those variables that are most subject to instrument drift, fouling, and/or for which calibrations are performed (DO, SC, pH, fDOM, chlorophyll, blue green algae). Fouling, drift, and calibrations may result in shifts for which retrospective correction is required. Note that many sensors will exhibit a shift after cleaning occurs even if there is no calibration performed, which should also be addressed through drift correction. The correction moves the points prior to calibration up or down to a specified value and regressively applies the correction to past values up to a specified point (the point in time of the previous cleaning or calibration). Linear drift correction is performed via the ODM Tools Python interface. Wagner et al. (2006) provide additional guidance on drift correction, and there may be other types of drift correction implemented in subsequent versions of this document. It should be noted that over time many sensors will exhibit instrument drift and that at present linear drift correction procedures are limited to regularly calibrated aquatic instruments. Drift correction of climate sensors may be appropriate in the event of a data shift following factory calibration of some sensors.  

To help ensure consistency across all GAMUT watersheds, all aquatic sensor calibration and cleaning events should be drift corrected.  The exception to this is when a calibration or cleaning event results in an imperceptible shift in the data.  The identification of ‘imperceptible’ is at the discretion of the technician.     

The general steps for linear drift correction are:
1. Identify the last measurement prior to removing a sensor from the water for performing the current calibration- this is the ‘EndDateTime’.
2. Identify the first valid measurement after the previous calibration check (or established correct value). This value should remain unchanged, but select the following measurement as the ‘BeginDateTime’.
3. Determine the ‘GapValue’- the shift in data after a calibration is performed. This can be done by one of the following:
a. Visual estimation of the data
b. Calculating a value based on the slope in the data
c. The error in the sensor reading observed in the calibration check based on the pre and post calibration readings.
4. Use the BeginDateTime, EndDateTime, and GapValue in ODM Tools Python to perform the drift correction. 
5. After calibration, there are typically one or more erroneous values from the sensors being out of the water, etc. These values should be dealt with following section 1.1.3 (i.e., interpolated and flagged where appropriate).
a)

Drift and calibration shift


b)
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Figure X: Linear Drift Correction Example. a) Identification of the calibration event. b) Selection of data and application of ODM Tools drift correction function. c) Data following correction. d) Interpolation of erroneous post-calibration value.
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Quality controlled data should have a consistent timestamp (i.e. every 15m). When gaps in the time series exist (usually due to datalogger power failure), ODM Tools should be used to fill the missing timestamps, and data values should be set to -9999.Data gaps should be detected by either visual inspection or by using a data gap filter in ODM Tools Python. Data gaps of less than two hours may be filled by linear interpolation according to the Watershed Technicians’ discretion. If the data gap is long, data values should be set to -9999 and left in the record. Data qualifiers should be added to flag any interpolated data (section 1.1.7), and may also be applied to annotate gaps in the record.  At a higher level of quality control or in a subsequent version of this document, more advanced algorithms for filling data gaps may be implemented. 


[bookmark: _Toc261842231]Final Data Evaluation

A final data evaluation should be conducted to finalize the QC1 data series and review the corrections implemented. The following visual analyses may help in verifying that the QC1 data series make rational sense and represent the best estimate of actual conditions at the site:
1. Plot the QC0 and QC1 data series on the same plot and examine the differences. 
2. Plot the QC1 data series with the same variable at other sites to verify that they make rational sense (e.g., discharge at a downstream site should exceed that of an upstream site where there are no diversions).If significant differences are found and the cause is unknown, flag data as suspicious and attempt to identify the cause of the discrepancy. 
3. Plot the QC1 data series with any independent observations of the same variable at the same site (e.g., observations made using alternate sensors or field check instruments). See Section 1.1.8 for variable specific actions.
Additionally, any annotations regarding environmental events, instrumentation malfunctions, or other pertinent details may be added as flags or as comments in the Python code.

Manual Flags

Throughout the QC process, Technicians should flag erroneous, interpolated, modified, or suspicious data using the standard set of flags outlined in Table x. When possible, flags should be specific (e.g., sediment, ice, snow, etc.) and will often be applied to -9999 values. Using a ‘suspicious’ or ‘sensor malfunction’ flag may be appropriate if the cause of anomalous data is unknown or a specific flag is unavailable.  As discussed in section  1.1.4, aquatic sensors that undergo regular calibration (pH, DO, Specific Conductivity, BGA, Chlorophyll, fDOM) require linear drift correction to compensate for drift and calibration induced offsets. Linear drift correction for these sensors is standard protocol and is implicit in the transformation of data from QC0 to QC1. Consequently, flagging is not required.    

Table x
	FLAG
	ISSUE

	PF
	Power Failure

	SM
	Sensor Malfunction

	LI
	Linear Interpolation

	S
	Suspicious Values

	ICE
	Ice interference with sensor (e.g., pressure transducer, anemometer)

	SNOW
	Snow interference with sensor (e.g., incoming radiometers)

	MNT
	Erroneous or missing data due to maintenance

	SED
	Sediment Interfering with sensor

	LWT
	Suspicious data due to low water.  Sensor likely dry.

	CAL
	Improper or erroneous calibration



Variable Specific Guidelines:

The following sets of “rules” are intended to offer guidance for quality assurance and quality control specific to individual variables.  As such, general QC steps, such as removal of out of range/erroneous data and linear interpolation are not discussed.  These procedures are outlined in sections 1.1.2-1.1.5. 

· Climate Variables
I. Barometric Pressure
1. Data monitoring recommendations:
· Check for general agreement with nearby sites after considering elevation. Sites should follow a similar trend with higher elevation sites exhibiting overall lower barometric pressure (Fig X).  

[image: C:\Users\DaveE\Desktop\FigsForQCDoc\PressureComparison.tif]
Figure X.  Example Barometric Pressure data from the Red Butte Creek Watershed showing decrease in pressure with elevation.  

II. Wind Speed and Direction: 
1. Data monitoring recommendations:
· Frozen anemometers are the most common issue and can be difficult to identify.  
2. Actions:
· QC1 is only performed for average and maximum wind speed and average wind direction. 
· If frozen sensor is identified, use “ice” flag and set data to -9999.
·  At present, field notes and repeated zero wind speed following snow/ice events are the best indicator of frozen sensors.  Figure x. shows an example of wind speed, precipitation, and snow depth data being used collectively to identify periods of ice on an anemometer.
· Because consecutive wind speed readings are not correlated, linear interpolation is not appropriate for average and maximum wind speed.  
[image: C:\Users\DaveE\Desktop\FigsForQCDoc\FrozenAnemometer.tif]Frozen anemometer

Figure x.  Example erroneous wind speed data due to frozen anemometer in the Red Butte Creek Watershed.  This data should be set to -9999 and flagged as “ice”.    
III. Soil temperature
1. Data monitoring recommendations:
· Obviously erroneous outliers to zero are common and easily identified (Figure x). 
· Examine soil temperature profile at all depths to confirm temperature is physically plausible from heat conduction.  For example, in the absence of snow cover, diurnal temperature fluctuations should be increasingly damped and lagged with depth (Figure X).   
· Repeated or zero points that correspond to both soil moisture and soil temperature are indicative of sensor malfunction.  
2. Actions:
· Interpolate and flag obvious outliers where appropriate.  
[image: C:\Users\DaveE\Desktop\FigsForQCDoc\SoilTempExample.tif]Erroneous Data

Figure x. Example soil temperature data, showing damped/lagged diurnal signal with depth and obvious outliers.  Outliers should be interpolated and flagged.
IV. Soil Moisture
1. Data monitoring recommendations:
· Obviously erroneous outliers to zero are common and easily identified (Figure x). 
· Repeated or zero points that correspond to both soil moisture and soil temperature are indicative of sensor malfunction.  
2. Actions:
· Interpolate and flag where appropriate
[image: C:\Users\DaveE\Desktop\FigsForQCDoc\SoilMoiExample.tif]Erroneous Data

Figure x. Example of soil moisture data showing obvious outliers that require interpolation and flagging.  
V. Incoming and Outgoing SW Radiation (Hukseflux and Apogee SP230): 
1. Data monitoring recommendations:
· Check that incoming SW radiation is higher than outgoing SW radiation
· Check for agreement between Hukseflux and Apogee SP230. Sensors should generally be within about 100 W/m2 of each other (Figure X).
· Identify periods of snow on incoming SW sensor (Figure X).
· Because the Apogee SP230 sensor is much less susceptible to being covered with snow than the Hukseflux, when there is recent snowfall and the SP230 incoming SW radiation is systematically higher than the Hukseflux incoming SW radiation, it is reasonable to assume snow interference.
· Outgoing SW radiation greater than incoming SW radiation can also indicate snow cover.  
2. Actions
· If the source of a discrepancy between incoming SW sensors cannot be determined, but data are reasonable, flag data as “suspicious”.  
· No efforts will be made to gap fill with data from redundant sensors.  If long periods of missing data occur, they can be filled by individual researchers interested in the data.    
· If snow is determined to be interfering with incoming SW measurement, flag all incoming radiometers (i.e., Apogee SP-230, Hukseflux incoming LW, Hukseflux incoming SW, Apogee incoming PAR) as “snow”.  Do not set to -9999. 
· Both Apogee and Hukseflux incoming SW radiation will be elevated to QC1. 
· 
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Figure x. Example snow interference on incoming shortwave radiometers.  In this case, all incoming radiometers (i.e., Apogee SP-230, Hukseflux incoming LW, Hukseflux incoming SW, Apogee incoming PAR) should be flagged for the time period outlined in grey (approximately).  Data should be left un-altered in data series.    
VI. Incoming and Outgoing LW Radiation
1. Data monitoring recommendations:
· Check to ensure that sensor body temperature is generally consistent with other measures of sensor body temperature (e.g. Judd Snow Depth and SI111 IR radiometer) (Figure X).
· Identify periods of snow on incoming LW sensor
· Use the same technique as described for the incoming SW sensor.  Because it is more difficult to determine snow interference from LW sensor data than SW sensor data, if snow is determined to have interfered with incoming SW, assume that incoming LW radiation was impacted for the same time period.  
2. Actions
· If sensor body temperature is determined to be erroneous, set data to -9999 and flag as “sensor malfunction”.  
· If snow is determined to be interfering with incoming LW measurement, flag as “snow” and leave unaltered in data series.  
[image: C:\Users\DaveE\Desktop\FigsForQCDoc\SensorTemps.tif]
Figure x.  Example of properly functioning sensor temperature measurements.
VII. IR radiometer (surface temperature)
1. Data monitoring recommendations:
· Verify that surface temperatures < 0 when significant snow is on the ground.  
· Check to ensure that sensor body temperature is generally consistent with other measures of sensor body temperature (e.g. Judd Snow Depth and Hukseflux).
· Spiderwebs in sensor can influence recorded temperatures and lead to erroneous data.  Because this impact may not be evident from data, this must be verified from a field visit.  
2. Actions
· If sensor body temperature is determined to be erroneous, set data to -9999 and flag as “sensor malfunction”.  
· If surface temperature is above zero when it is known there is significant snow on the ground there is probably contamination (such as spider webs) blocking the view of the radiometer, set data to -9999 and flag as “sensor malfunction”. See figure XX

[image: ]
Figure XX: Surface temperatures are above zero on the 10th, 11th, and 12th, even though snow depths are greater than 0.5 meters. Sensor is cleaned on the 15th and measurements on the 18th do not exceed 0 degrees.

VIII. Incoming and Outgoing PAR
1. Data monitoring recommendations:
· Check that incoming PAR is higher than outgoing PAR.
2. Actions
· If snow was determined to interfere with the Hukseflux incoming SW sensor, it is possible that snow also interfered with PAR.   Apply “snow” flag to same period for incoming PAR.
IX. Air temperature (ST110)
1. Data monitoring recommendations:
· Verify tachometer working as programmed in the datalogger (i.e., ~4000 rpm during the day and ~2000 RPM at night). Fan may become clogged at times. 
· Check for general agreement between ST110 and Rotronic temperature measurements.  ST110 should not differ from Rotronic temperatures by more than 0.4 C.
· Due to solar loading of the Rotronic sensor, differences between the Rotronic sensor and ST110 sensor in excess of 0.4 C are common. Note that only the ST110 temperature data will be elevated to QC1.  
2. Actions
· If fan is not functioning, flag data as “suspicious”.
· If the difference in temperature between the ST110 and Rotronic exceed 0.4, try to determine which sensor might be causing the problem and proceed appropriately. If the cause is solar loading of the Rotronic, do not flag but indicate the problem at the dataset level. If the reason for the difference cannot be determined, flag data as suspicious.

X. RH 
1. Data monitoring recommendations:
· Any data associated with an erroneous Rotronic temperature measurement is erroneous.
· Any data associated with a suspicious Rotronic temperature measurement is suspicious.
· Figure x. shows that the Rotronic sensor systematically records a higher temperature than the ST110 sensor during the daytime. We suspect that this is due to solar loading of the Rotronic sensor and that the Rotronic measurement provides a less accurate measure of temperature than the ST110 sensor.  Because the relative humidity calculation is done internally and uses the Rotronic sensor temperature measurement, there may be subtle errors associated with all of the RH data until a fix for the solar loading issue is found.  
· Because all RH data collected to date are likely impacted by this error, a note will be made at the dataset level.  Flagging of individual data points is unnecessary.  
· Verify fan function using Tachometer.
2. Actions:
· If fan is not functioning, flag data as “suspicious”.
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Figure X.  Example data showing the common discrepancy between two independent measures of temperature.  a) shows a time series of both temperature measurements and b) shows the difference between the measurements.    

XI. Precipitation
1. Data monitoring recommendations:
· Check for general consistency between gauges at different sites when considering factors like orographic effects and storm intensity.  
· Sensor is highly susceptible to input voltage variations causing interference. Identify data associated with this problem, usually obvious.
2. Actions
· Correct offsets associated with gauge maintenance (Fig x).  Note that all offsets should be corrected prior to setting any erroneous data to -9999 to ensure that “no data” values are consistently set to -9999.  
· Re-zero cumulative precipitation data every year at midnight on January 1st.  
· Remove/correct egregious errors associated with battery voltage issue (Fig X). 
· If the cumulative precipitation value is consistent before and after the negative precipitation excursion, and if independent measuremets (e.g., nearby GAMUT sites, Snotel, etc.) indicate no precipitation, set erroneous data to the value before/after the negative excursion, or interpolate (this should accomplish the same thing).  Flag as “sensor malfunction”.  
· If baseline cumulative precipitation value is NOT consistent before and after the negative precipitation excursion and if independent measurements indicate precipitation (i.e., it rained during the period of erroneous data), it is impossible to accurately correct the data.  Set to -9999 and flag as “sensor malfunction”.  
· Note that this problem is not ongoing, and only impacts precipitation data prior to the installation of voltage regulators.  
· At times, correction of data for time periods longer than 2h may be appropriate for this sensor if independent measurements indicate that no precipitation occurred during the period in question.
· Small fluctuations in instrument reading on a 15 minute scale should be accepted as inherent instrument noise. At this point, no attempt to correct this data should be performed as part of QC1 procedures.
· When ODM Tools functionality becomes available, a custom function to generate a data series that eliminates sensor noise.  


[image: C:\Users\DaveE\Desktop\FigsForQCDoc\PrecipCorrection.tif]
Figure X.  Example precipitation offset correction associated with gauge maintenance.  



[image: C:\Users\DaveE\Desktop\FigsForQCDoc\PrecipWork.tif]Figure X.  Example cumulative precipitation data, showing erroneous data corresponding to battery voltages in excess of ~13.5V.  Scenario A, shows the procedure for instances where no precipitation occurs during the sensor malfunction.  Scenario B shows the procedure for instances where precipitation does occur during sensor malfunction.  

XII. Judd snow depth
1. Data monitoring recommendations:
· Erroneous outliers are very common, typically due to wind (Fig X).
· Check to ensure that sensor body temperature is generally consistent with other measures of sensor body temperature (e.g. Judd Snow Depth and SI111 IR radiometer) (Figure X).
2. Actions
· Flag and interpolate when appropriate.
· Shift offsets if necessary to conform to reality (e.g. if immediately before the first snow fall of the year the sensor reads -2cm, shift all data up by 2cm).
· Set data to zero when field notes and the technicians’ best judgment indicate that no snow is on the ground. 
· In addition to field notes, outgoing SW radiation, soil temperature, and surface temperature can all be useful indicators of the presence or absence of snow.


[image: C:\Users\DaveE\Desktop\FigsForQCDoc\SnowDepthCorrection.tif]
Figure X. Example of shifting snow depth data to conform to reality. 
· Aquatic Variables
I. Water Temperature 
1. Data monitoring recommendations:
· Check to ensure that stage has not dropped below the level of the sensor.
· Check for agreement with other temperature measurements at the same site. Temperatures should agree within 0.3C unless there is a good reason to suspect large spatial variability (e.g. sensors are spaced very far apart).
2. Actions
· If stage has dropped below the level of the sensors, data are invalid.  Set to -9999 and flag as “Low water”. If it is unclear is sensor was completely out of the water but the data looks suspicious, flag data as “Low water”. 
· Only the EXO water temperature data will be elevated to QC1.
II. pH
1. Data monitoring recommendations:
· Check to ensure that stage has not dropped below the level of the sensor.
· Check for general agreement with nearby sites, preferably using QC1 data.
· Compare with stage data for insights into periods of uncertain data quality.
· If possible, identify periods of sediment interference with sensors.  
· This is typically done via a field visit in response to unexplained anomalous data.  
· If possible, identify periods of ice interference with sensors
· Water temperature, field notes, and rapid, otherwise unexplained increases in stage in conjunction with near zero water temperatures are indicators of ice buildup, and may offer an explanation into suspicious data.        
2. Actions
· If stage has dropped below the level of the sensors, data are invalid.  Set to -9999 and flag as “Low water”. If it is unclear is sensor was completely out of the water but the data looks suspicious, flag data as “Low water”. 
· If sediment interference is suspected, flag as “sediment” and set to -9999.
· If ice interference is suspected, flag as “ice” and set to -9999.
· If wiper is not functioning, determine if data quality were impacted (Figure X)
· Under certain conditions and at certain sites, sensors can continue to report valid data with a failed wiper. If in the analyst’s best judgment, the wiper failure resulted in erroneous data, flag as “sensor malfunction” and set to -9999

[image: C:\Users\DaveE\Desktop\WiperFailure1.png]
Figure X.  Example consequence of wiper failure on data quality. 	
III. Specific Conductance
1. Data monitoring recommendations:
· Check to ensure that stage has not dropped below the level of the sensor.
· Ensure large increases in specific conductance are reflected at nearby downstream stations where physically plausible.  
· Compare with stage data for insights into periods of uncertain data quality.
· Often, increases in stage correspond with decreases in Specific Conductance. This is site specific, and a notable exception to this is when sensors are downstream of significant storm drain inputs. When this is the case, it is common to see increases in conductivity associated with storm events.  
· If possible, identify periods of sediment interference with sensors.
· This is typically done via a field visit in response to unexplained anomalous data.  
· If possible, identify periods of ice interference with sensors
· Water temperature, field notes, and rapid, otherwise unexplained increases in stage in conjunction with near zero water temperatures are indicators of ice buildup, and may offer an explanation into suspicious data.        
2. Actions
· If stage has dropped below the level of the sensors, data are invalid.  Set to -9999 and flag as “Low water”. If it is unclear is sensor was completely out of the water but the data looks suspicious, flag data as “Low water”. 
· If sediment interference is suspected, flag as “sediment” and set to -9999.
· If ice interference is suspected, flag as “ice” and set to -9999.

IV. Dissolved Oxygen
1. Data monitoring recommendations:
· Check to ensure that stage has not dropped below the level of the sensor.
· Check for general agreement with nearby sites, preferably using QC1 data.
· Compare with stage data for insights into periods of uncertain data quality. 
· If possible, identify periods of sediment interference with sensors.
· This is typically done via a field visit in response to unexplained anomalous data.  
· If possible, identify periods of ice interference with sensors
· Water temperature, field notes, and rapid, otherwise unexplained increases in stage in conjunction with near zero water temperatures are indicators of ice buildup, and may offer an explanation into suspicious data.        
2. Actions
· If stage has dropped below the level of the sensors, data are invalid.  Set to -9999 and flag as “Low water”. If it is unclear is sensor was completely out of the water but the data looks suspicious, flag data as “Low water”. 
· If sediment interference is suspected, flag as “sediment” and set to -9999.
· If ice interference is suspected, flag as “ice” and set to -9999.
· Water temperature, field notes, and rapid, otherwise unexplained increases in stage in conjunction with near zero water temperatures are indicators of ice buildup, and may offer an explanation into suspicious data.        
· If wiper is not functioning, determine if data quality were impacted (Figure X).  
· Under certain conditions and at certain sites, sensors can continue to report valid data with a failed wiper. If in the analyst’s best judgment, the wiper failure resulted in erroneous data, flag as “sensor malfunction” and set to -9999.  
V. Turbidity
1. Data monitoring recommendations:
· Check to ensure that stage has not dropped below the level of the sensor.
· Ensure large increases in turbidity are reflected at nearby downstream stations where possible.
· Check wiper status to ensure recently active
· The turbidity sensor wiper will not activate if water temperature is < 2 degrees C.   
· Monitor for spikes caused by sun interference
· Is the sensor placement oriented such that it could receive direct sunlight (i.e., in a diagonal orientation)? Is the spike occurring at the same time on a daily basis?
· Determine if unexpected spikes could be local phenomena given sensor location (e.g., near an outlet).
· Monitor for ice buildup on the sensor window, which will cause consistently high, erroneous data Figure (x). Frazil ice can also interfere with data quality.  
· Water temperature, field notes, and rapid, otherwise unexplained increases in stage in conjunction with near zero water temperatures are indicators of ice buildup, and may offer an explanation into suspicious data.        
· If possible, identify periods of sediment interference with sensors (Figure x).
· This is typically done via a field visit in response to unexplained anomalous data.  
· Compare with stage data for insights into periods of uncertain data quality.    
2. Actions
· If stage has dropped below the level of the sensors, data are invalid.  Set to -9999 and flag as “Low water”. If it is unclear is sensor was completely out of the water but the data looks suspicious, flag data as “Low water”. 
· If sun spikes are suspected, set data to -9999 and flag sensor malfunction.  
· If wiper is not functioning, determine if data quality were impacted (Figure X).  
· Under certain conditions and at certain sites, sensors can continue to report valid data with a failed wiper. If in the analyst’s best judgment, the wiper failure resulted in erroneous data, flag as “sensor malfunction” and set to -9999.  
· If sediment interference is suspected, flag as “sediment” and set to -9999 (Figure x).
· If ice interference is suspected, flag as “ice” and set to -9999 Figure (x).
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Figure x.  Example data from period of ice buildup on turbidity sensor.  Data should be flagged as “Ice” and set to -9999.
[image: C:\Users\DaveE\Desktop\FigsForQCDoc\TurbiditySedimentInterference.tif]
Figure X.  Example data from period of turbidity sensor burial.  Data should be flagged as “sediment” and set to -9999.  

VI. BGA, Chlorophyll, fDOM
1. Data monitoring recommendations:
· Check to ensure that stage has not dropped below the level of the sensor.
· Compare with stage data for insights into periods of uncertain data quality. 
· If possible, identify periods of sediment interference with sensors.
· This is typically done via a field visit in response to unexplained anomalous data.  
· If possible, identify periods of ice interference with sensors.
· Water temperature, field notes, and rapid, otherwise unexplained increases in stage in conjunction with near zero water temperatures are indicators of ice buildup, and may offer an explanation into suspicious data.        
2. Actions
· If stage has dropped below the level of the sensors, data are invalid.  Set to -9999 and flag as “Low water”. If it is unclear is sensor was completely out of the water but the data looks suspicious, flag data as “Low water”. 
· Due to inherent instrument uncertainty, slightly negative values should not be changed or flagged.  
· If sediment interference is suspected, flag as “sediment” and set to -9999.
· If ice interference is suspected, flag as “ice” and set to -9999.
· If wiper is not functioning, determine if data quality was impacted (Figure X).  
· Under certain conditions and at certain sites, sensors can continue to report valid data with a failed wiper. If in the analyst’s best judgment, the wiper failure resulted in erroneous data, flag as “sensor malfunction” and set to -9999.  
VII. Nitrate:
1. Data monitoring recommendations:
· Check to ensure that stage has not dropped below the level of the sensor.
· Compare grab sampled Nitrate data to sensor Nitrate data. 
· Compare with stage data for insights into periods of uncertain data quality.
· If possible, identify periods of sediment interference with sensors.
· This is typically done via a field visit in response to unexplained anomalous data.  
· If possible, identify periods of ice interference with sensors
· Water temperature, field notes, and rapid, otherwise unexplained increases in stage in conjunction with near zero water temperatures are indicators of ice buildup, and may offer an explanation into suspicious data.        
2. Actions
· If stage has dropped below the level of the sensors, data are invalid.  Set to -9999 and flag as “Low water”. If it is unclear is sensor was completely out of the water but the data looks suspicious, flag data as “Low water”. 
· Due to inherent instrument uncertainty, slightly negative values should not be changed or flagged.  
· If sediment interference is suspected, flag as “sediment” and set to -9999.
· If ice interference is suspected, flag as “ice” and set to -9999.
VIII. Stage
1. Data monitoring recommendations:
· Monitor for strong diurnal signals, which may indicate a sensor malfunction.
· Monitor for consistent agreement offsets between stage plate reading and sensor reading.
· Monitor for erroneous stage data due to ice (Figure X)
· Water temperature, field notes, and rapid, otherwise unexplained increases in stage in conjunction with near zero water temperatures are indicators of ice buildup, and may offer an explanation into ice interference with stage.        
· If possible, identify periods of sediment interference with sensors.
· This is typically done via a field visit in response to unexplained anomalous data.  
2. Actions
· Correct for offsets using stage plate observations.
· If strong diurnal signals are detected and determined, in the analyst’s best judgment, to be erroneous, flag as “sensor malfunction” and set to -9999.  	
· Cleaning scale deposits with vinegar typically eliminates strong diurnal signals. 
· If stage data is compromised by ice, flag as “ice” and set to -9999.
· In the event of ice damming, stage data may be accurate although not useful for stage vs discharge relationships. QC1 stage data should not include data that is known to be impacted by ice damming.	
· If desired by the technician, a separate water depth data series can be created that does not omit ice damming events.  
· If sediment interference is suspected, flag as “sediment” and set to -9999.

[image: ]Increases in stage caused by
ice damming

Figure X.  Example data showing the impact of ice damming on stage data.  When ice damming is suspected, stage data should be flagged as “ice” and set to -9999.
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